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[Finkel et al, 2005]

Figure: An example from CoNLL 2003 Named Entity Recognition

Enable label consistency
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[Holtzman et al., 2020]

Figure: Generated outputs from GPT-2 large language model.

Avoid repetition and incoherence

(TTIC) Nov 2020 4 / 23



Motivation

Structured prediction:

Capture Label dependency

Avoid repetition in text generation

...

However,

Hard to capture long dependency between structure outputs.
I Energy-based models

Inference for energy-based model is computational challenging!
I Intractable
I Exact inference/gradient descent inference is slow
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Energy Function and Inference Network

Definition

An energy function [LeCun et al., 2006; Belanger and McCallum, 2016] EΘ : X × Y → R
parametrized by Θ that uses a functional architecture to compute a scalar
energy for an input/output pair.

Test-time inference

At test time, for a given input x , prediction is done by choosing the output
with the lowest energy.

ŷ = arg miny∈Y(x) EΘ(x , y).

Inference Networks [Tu and Gimpel, 2018]

A test-time inference network AΨ : X → YR is parameterized by Ψ and
trained with the goal that

AΨ(x) ≈ arg min
y∈YR(x)

EΘ(x , y).
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Training Objectives

SPEN Loss

Belanger and McCallum (2016) use a structured hinge loss for training
SPENs

min
Θ

∑
〈xi ,yi 〉∈D

 max
y∈YR(x)

(4(y , yi )− EΘ(xi , y) + EΘ(xi , yi ))︸ ︷︷ ︸
cost-augmented inference


+

Our Objective [Tu and Gimpel, 2018]

We parametrize an inference network using Φ, alternately optimize Θ and
Φ (like adversarial training):

min
Θ

max
Φ

∑
〈xi ,yi 〉∈D

[4(FΦ(xi ), yi )− EΘ(xi ,FΦ(xi )) + EΘ(xi , yi )]+
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Pipeline

Recall: Θ is params for energy function, Φ for cost-augmented InfNet, Ψ
for test-time InfNet.

Step 1: Θ̂, Φ̂ = min
Θ

max
Φ∑

〈xi ,yi 〉∈D

[4(FΦ(xi ), yi )− EΘ(xi ,FΦ(xi )) + EΘ(xi , yi )]+

Update Φ to yield output with low energy and high cost.

Step 2: Ψ̂ = arg minΨ EΘ(x ,AΨ(x)) where AΨ is initialized by trained FΦ.
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New Objective

Objective

Θ̂, Φ̂ = min
Θ

max
Φ

∑
i

[4(FΦ(x), yi )−EΘ(xi ,FΦ(x)) + EΘ(xi , yi )]+︸ ︷︷ ︸
margin-rescaled loss

Cost-augmented inference: FΦ ≈ arg miny ′(EΘ(x , y ′)−4(y ′, y)),

Test-time inference: AΨ ≈ arg miny ′ EΘ(x , y ′).
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New Objective

Θ̂, Φ̂, Ψ̂ = min
Θ

max
Φ,Ψ

∑
i

[4(FΦ(x), yi )−EΘ(xi ,FΦ(x)) + EΘ(xi , yi )]+︸ ︷︷ ︸
margin-rescaled loss

+ λ [−EΘ(xi ,AΨ(xi )) + EΘ(xi , yi )]+︸ ︷︷ ︸
perceptron loss

Cost-augmented inference: FΦ ≈ arg miny ′(EΘ(x , y ′)−4(y ′, y)),

Test-time inference: AΨ ≈ arg miny ′ EΘ(x , y ′).
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Joint parametrization for cost-augmented (FΦ) and
test-time (AΨ) inference networks

Cost-augmented inference: FΦ ≈ arg miny ′(EΘ(x , y ′)−4(y ′, y)),

Test-time inference: AΨ ≈ arg miny ′ EΘ(x , y ′).
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Removing Zero Truncation

For inference network objective: maxΨ[hΨ]+ → maxΨ hΨ
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Without truncation, the inference network can work well even without any
stabilization terms.
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Local Cross Entropy Loss

Including
∑|y |

t=1 CE(yt ,A(x)t) or not when without truncation?
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The local loss helps speed up convergence and improve accuracy
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Multiple Inference Network Update Steps

Epochs
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Multiple steps of inner loop optimization help inference network maintain
near its optimal solution for the given input.
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Experimental Setup

Energy function: BLSTM-CRF

Inference network architecture: BLSTM

Two sequence labeling tasks: Twitter POS tagging (POS) and
CoNLL 2003 Named Entity Recognition (NER)
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Comparison of Loss Functions

POS NER
baseline: margin-rescaled 89.3 85.2

separated 89.4 85.0
new losses: shared 85.6 85.6

stacked 89.8 85.6

New losses outperform the baseline.
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Comparing cost-augmented (FΦ) and test-time (AΨ)
inference networks

POS NER
AΨ − FΦ AΨ − FΦ

margin-rescaled 0.2 0
separated 2.2 0.4

combined shared 1.9 0.5
stacked 2.6 1.7

Stacked parameterization shows largest difference between FΦ and AΨ
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Qualitative Analysis

test-time (AΨ) cost-augmented (FΦ)
common noun proper noun
proper noun common noun

common noun adjective
proper noun proper noun + possessive

adverb adjective
preposition adverb

adverb preposition
verb common noun

adjective verb
common noun verb

Table: Top 10 most frequent output differences between AΨ and FΦ.

FΦ tends to output tags that are highly confusable with those output by
AΨ!
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Conclusions

SPENs are powerful but learning and inference are hard (due to
gradient descent for inference)

Inference networks can make it easier and more efficient to use
SPENs

Separating inference networks for the two inference problems
(cost-augmented and test-time inference) improves accuracy and
leads to complementary functionality
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